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Abstract. Recent years have witnessed the widespread use of online
map services to recommend transportation routes involving multiple
transport modes, such as bus, subway, and taxi. However, existing trans-
portation recommendation services mainly focus on improving the overall
user click-through rate that is dominated by mainstream user groups, and
thus may result in unsatisfactory recommendations for users with diversi-
fied travel needs. In other words, different users may receive unequal ser-
vices. To this end, in this paper, we first identify two types of unfairness
in transportation recommendation, (i) the under-estimate unfairness
which reflects lower recommendation accuracy (i.e., the quality), and
(éi) the under-recommend unfairness which indicates lower recommen-
dation volume (i.e., the quantity) for users who travel in certain regions
and during certain time periods. Then, we propose the Fairness-Aware
Spatiotemporal Transportation Recommendation (FASTR) framework
to mitigate the transportation recommendation bias. In particular, based
on a multi-task wide and deep learning model, we propose the dual-focal
mechanism for under-estimate mitigation and tailor-designed spatiotem-
poral fairness metrics and regularizers for under-recommend mitigation.
Finally, extensive experiments on two real-world datasets verify the effec-
tiveness of our approach to handle these two types of unfairness.

Keywords: Transportation recommendation * Personalized
recommendation - Fairness machine learning

1 Introduction

Transportation recommendation is a one-stop routing service, which aims to
help users find the most proper transport mode (e.g., bus, subway, and taxi)
and combinations, by given the Origin-Destination pair of users. As an emerging
map service in various online navigation applications (e.g., Baidu Maps, Google
Maps), transportation recommendation has deeply penetrated the citizens’ daily
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lives. For instance, the transportation recommendation service on Baidu Maps
is answering over ten million queries made by millions of users in China per day.

Due to the practicality of transportation recommendation, there has been
an increasing attention to this field from both academia and industry. Recently,
different strategies are proposed to recommend transport modes for users, such
as historical trajectories based strategy [20], shortest distance based strategy [10]
and city graph based strategy [13,14,19]. Although existing works can achieve
good performance in transportation recommendation, they overlook two types of
unfairness that we observe from large-scale historical recommendation log. One
is under-estimate unfairness, which may lead to lower recommendation accuracy
on minorities. Since the majority loss functions minimize the overall error of
model that benefits mainstream groups, this under-estimate unfairness (e.g., big
performance gap between different transport modes) is becoming increasingly
prevalent. The other is the under-recommend unfairness, which may lead to
lower recommendation volume for minorities’ transportation needs. For instance,
bus and subway that concentrated in the center of the city are the protagonists
during rush hour, which may greatly squeeze the recommendation volume of
other transport modes like taxi. In other words, users who live in suburban and
need taxi at that time can not be recommended and satisfied. Furthermore, these
two types of unfairness may increase homogeneity and decrease utility [5] of the
recommender services.

Recently, the machine learning fairness community primarily focuses on fair-
ness in classification and has proposed various definitions of fairness [3,17], such
as group fairness [4,8] that restricts any two groups to having equal probability
of being assigned to the positive predicted class, and equality of opportunity [12]
that restricts any two groups to having equal false negative rate. For an unbiased
recommendation, [1] and [2] focus on fairness in pointwise and pairwise accuracy
of learning to rank, respectively. However, these fairness metrics can not sat-
isfy the spatiotemporal settings in transportation recommendation. Therefore, a
more comprehensive solution is still urgently required for these challenges.

To that end, we propose the Fairness-Aware Spatiotemporal Transportation
Recommendation (FASTR) framework for effective and fair transportation rec-
ommendation. Specifically, we first introduce a wide and deep learning model [7]
modified with multi-task mechanism for capturing feature co-occurrence and
high-order interaction relationships. Besides, we propose a dual-focal mecha-
nism to mitigate under-estimate unfairness, which consists of task-level focal
loss for enhancing the prediction of each individual task and relation-level focal
loss for mitigating performance gap between tasks. Then we propose multiple
well-designed spatiotemporal fairness metrics to quantify the under-recommend
unfairness in certain regions and time periods. Furthermore, with the help of the
proposed fairness metrics, a series of tailor-designed regularizers are proposed to
guide the optimization for mitigating the under-recommend unfairness.

Overall, the major contributions of our work can be summarized: 1) To the
best of our knowledge, our FASTR model is among the first product-level intelli-
gent transportation recommender that focuses on mitigating under-estimate and
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under-recommend unfairness, 2) We utilize multi-task wide and deep model with
the well-designed dual-focal loss for under-estimate unfairness mitigation, and
we propose tailor-designed spatiotemporal fairness metrics and regularizers to
mitigate under-recommend unfairness, 3) Extensive experiments on real-world
datasets verify the effectiveness of our approach on handling under-estimate and
under-recommend unfairness.

2 Data Description and Analysis

In this section, we first introduce the datasets and the constructed features
used in our work, and we analyze how unfairness appears in transportation
recommendation subsequently. Specifically, we collected our datasets from Baidu
Maps, a large-scale navigation application, from July 2019 to September 2019
in Beijing and Shanghai. And according to user interaction loop, our source
data D can be further categorized into query records, click records and the
corresponding context features. In short, for each sample in our datasets D, its
query record represents one transportation search (e.g., Origin-Destination pair)
from a user on Baidu Maps, and its click record indicates the user’s feedback
on different recommendations (e.g., a user may click on specific transportation
recommendation for him/her). Meanwhile, the corresponding context features
for each sample consist of spatial features, temporal features, meteorological
features, user features and transport mode features, where the details are shown
in Table 1. Totally, we have 5,327,897 samples with 1,177,844 clicks in Beijing, as
well as 5,120,561 samples with 1,190,813 clicks in Shanghai. And for each sample,
we consider 7 transport modes can be recommended in datasets D (Bus, Bus +
Bicycle, Walk, Bus + Taxi, Bicycle, Taxi and Drive).

Table 1. Corresponding context features for each sample

Feature Composition

Spatial features District category, Point-Of-Interest (POI) category,
POI count, Transport Mode Click count

Temporal features Hour, Minute, Day of Week, Day of Month, Workday

Meteorological features | Weather, Temperature, Air Quality Index, Wind
Speed, Wind Direction

User features Demographic Attribute, Social Attribute, User
Historical Transport Mode Distribution

Transport mode features | Price, Time, Distance

To further understand the unfairness phenomenon in transportation recom-
mendation, we analyze our datasets from under-estimate and under-recommend
aspects in Beijing with our original model [15]. Note that we have similar obser-
vations in Shanghai. Since user clicks can proxy the recommendation accuracy
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Fig. 1. Distribution and performance of Beijing dataset. (a) queries distribution in
region aspect; (b) clicks distribution in region aspect; (c) temporal distribution of aver-
age query percentage and clicks rate per hour; (d) the precision, f1-score and precision
performance on different transport modes in Beijing.

and volume, we first calculate the distribution of click rate in different regions
and time periods to reveal the unfairness. As shown in Fig.1(a) and Fig. 1(b)
that depict the region distribution of queries and clicks respectively in Beijing,
the click rate in rectangles of Fig. 1(a) and Fig. 1(b) is much lower or even close
to zero compared with other regions, which indicates under-estimate and under-
recommend unfairness happened in certain regions. In Fig. 1(c), we can see that
the average click rate at 23 o’clock is much lower than 8 o’clock even though they
have the same query volume, which shows that transportation recommendation
suffers under-estimate and under-recommend unfairness in certain time periods.
Furthermore, as shown in Fig. 1(d), we calculate recall, precision and fI-score
for each transport mode in Beijing by the original model [15]. The results show
the original model can not give a balanced quality of services for each transport
mode and its users, where under-estimate unfairness happened.

3 FASTR Framework

3.1 Overview

The overall workflow of FASTR is shown in Fig.2, we first input the features
mentioned in Sect. 2 to a multi-task wide and deep model for capturing feature
co-occurrence relationships. Then, we propose the dual-focal mechanism and the
spatiotemporal fairness metrics as well as regularizers to mitigate under-estimate
and under-recommend unfairness respectively. Finally, with these well-designed
mechanism, metrics, and regularizers, we can have a more balanced quality of
recommendation on transport mode for users.
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3.2 Multi-task Wide and Deep Learning Model

To capture the co-occurrence and high-order interaction relationships between
different features, we adopt the wide and deep learning model [7] that is
widely used in many recommender system, and extend it with the multi-task
paradigm [16] to serve as our basic model, where the multi-task mechanism
improves the performance on minorities and helps to mitigate the under-estimate
disparity [9].
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Fig. 2. The overall workflow of FASTR.

Wide and Deep Learning Model. Wide and deep learning consists of a
wide component for low-level feature co-occurrence memorization and a deep
component for high-level feature co-occurrence generalization. Thus, the wide
component with shallow structure is defined as §; = w ' x; + b , where x; is the
i-th input feature vector, w is the learnable weighted matrix and b is the bias.
The deep component stacks multiple neural network layers to capture higher-
order feature representations. Each fully connected layer transform input vector
as z;41 = ReLU(w; z; + b;) , where z; and 7,11 are the input and output of I-th
layer, w; and b; are the weight and bias parameters of layer [. With both wide and
deep components, the final prediction of wide and deep learning model can be
formulated as §; = o(w,,x; + W, z; +b) , where §; is the final output, o stands
for the activation function, w,, is the weight parameter of the wide component,
and wy is the weight parameter of the final output of the deep component z¢.

Multi-task Mechanism. To promote the recommendation performance for
users who prefer different transport modes, we follow the settings in [9] who
claimed prediction is more accurate when treating the recommendation of each
transport mode as an independent task. In particular, we apply the multi-task
strategy to divide transportation recommendation into several binary classifica-
tion tasks that predict whether a user will click on a specific transport mode,
where lower-level parameters in the wide and deep components of wide and deep
learning model are shared cross all tasks [16]. Notice that we treat the prediction
of a transport mode as a binary classification task, where we have 7 tasks (i.e.,
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7 transport modes) totally in our work. For each transport mode m, the binary
classification task of m can be formulated as follows:

g =o(wiy Tx; + Wg'Tzf +b), (1)

where w;' and w}' are the task-specific parameters of the wide component and
the deep component respectively. And 3" € [0, 1] indicates the probability of
users click on transport mode m.

3.3 Dual-Focal Mechanism for Under-Estimate

As described before, the under-estimate unfairness is usually caused by the
performance gap between transport modes in transportation recommendation.
Thus, we intuitively need a mechanism that can promote the prediction perfor-
mance on each transport mode and mitigate the performance gap. In particular,
we apply Focal Loss, which has been widely used for computer vision [18] and
pays more attention to samples that are more difficult to distinguish for miti-
gating the under-estimate unfairness. Firstly, we propose task-level focal loss for
each binary classification task, which aims to improve the ability of each task
on serving the minority users who prefer the task corresponding transport mode
but difficult to distinguish. Therefore, we denote task-level focal loss for under-
estimate mitigation as the summarization of each binary classification task:

E%s amyz l_yz )’Ylogyz
task = |D||M|Z;m§ 2)

+ (1= o) (1 = y")(§7") "og(1 = 5]

where M,D are the set of transport modes and source data respectively.
y™ € {0,1} is the ground truth that indicates whether user ¢ clicks transport
mode m. «, is the hyperparameter to alleviate binary class imbalance, and
is the hyperparameter to regulate attentions on the samples that are difficult to
distinguish. Taking ground truth ;" equals 1 as an example, when the predicted
probability ¢;" of the i-th sample is nearly 1.0 which means easy to distinguish,
the attentions on this sample can be reduced through (1 — ¢7")”. And the larger
the ~y is, the more attention are paid to difficult samples, and vice versa.

Beyond the task-level that focuses on the performance of individual task,
we propose relation-level focal loss for mitigating the performance gap between
tasks. Specifically, since minority transport modes (i.e., bicycle, taxi and drive)
hold less data than the mainstream group, minorities may suffer insufficient
training and poor recommendation as described in Sect. 2. Therefore, we apply
relation-level focal loss between tasks as follows, where more attention can be
paid to minority transport modes.

P DD By (1—g) ogat", (3)

relation —
|D||M| i€D meM



572 D. Zhou et al.
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Fig. 3. Demand and recommend tensor construction.

where (3, is the hyperparameter to alleviate multiple class imbalance. With
task-level and relation-level focal losses, our dual-focal mechanism can mitigate
the under-estimate unfairness by promoting the prediction performance on every
transport mode. The overall dual-focal mechanism can be formulated as follows:

‘EEE = Egsk + E?elation' (4)

3.4 Spatiotemporal Metrics and Regularizers for Under-Recommend

To mitigate the under-recommend unfairness on recommending lower volume in
certain regions and time periods, we first construct demand and recommend ten-
sor in regions and time periods aspects. Then we design a series of spatiotemporal
oriented metrics to measure the degree of under-recommend through demand and
recommend tensor. And the corresponding regularizers are proposed to mitigate
under-recommend unfairness.

Demand and Recommend Tensor Construction. As shown in Fig. 3, we
first let r € R be the r-th square region of the study area of R, t € 7 be the ¢-th
o’clock in one day, and m € M be the m-th transport mode. Then, we calculate
the ground truth number of demands to mode m in region r and time ¢ as ¢,
and ¢; ,, respectively. Thus we can construct our demand tensor as shown in
Fig. 3. What’s more, to reflect the under-recommend unfairness of recommender
system, we denote ¢, ,, and é ., as the recommend volume of recommender
system on transport mode m in region r and time t respectively. Then, with
the calculated &, ,,, and é; ., we formulate recommend tensor in Fig. 3 to proxy
recommendation volume.

Region-based Fairness (RF) Metric. Now we formally define our spatial
metric RF in the region R as:

RF = P{(u(r) —u(r")) <e|r# 7', r, ' € R}, (5)

where u(r) denotes the degree of under-recommend in region r, and lower u(r)
indicates lower under-recommend. And RF can be interpreted as for any two
regions, the differences between u(r) and wu(r’) are not greater than e. To be
more direct and remove the interference on selecting €, we modify our RF metric
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as follows to measure the degree of under-recommend unfairness in the spatial
aspect, which is same to Formula 5.

RF = — mi . 6

max(u(r)) — min(u(r)) (6)

Intuitively, we design under-recommend degree of transport mode m in region
r as the scaled differences between demands ¢, ,,, and recommend volume ¢, ,:

u(r,m) = ReLU <Cr,m — Cr’m> ) (7)

Cr.m

where function ReLU(:) is utilized to filter out the transport mode that not
under-recommend. With u(r,m), u(r) can be calculated as follows:

Zme./\/l ’LL(?"7 m)
Zme/\/l sign(u(r, m)) ’

u(r) = (8)

where sign(-) is a function that treats positive numbers as 1 and 0 for others.

Temporal-based Fairness (TF) Metric. Similar to RF, we define temporal
metric TF as follows:

TF = max(u(t)) — min(u(t)), (9)

where TF measures how different the degree of under-recommend over different
transport modes from the perspective of time periods. And u(t) can be calculated

as follows:

ZmGM U(t, m)
> e Sign(u(t,m))’
u(t,m) = ReLU (ctm_ctm> .

Ct,m

u(t) =
(10)

Region-Temporal Fairness (RTF) Metric. To measure the whole degree
of under-recommend from both spatial and temporal perspective, we formally
define RTF, the overall degree of under-recommend, as follows:

St Shepul)
TR D

RTF =

Spatiotemporal Regularizer for Under-recommend. Since ¢, and ¢,
can not be calculated directly during model training, we follow the randomized
experiments in [1] and collect an experimental data P. Specifically, we rebalance
P to have approximately the same transportation demand distribution at arbi-
trary regions and time periods. Note that further data restrictions can be applied
for alternative goals, and P is independent of the source data D. Based on RF,
TF and experimental data P, we define our spatiotemporal oriented regularizer
to constrict under-recommend unfairness:

> rer u(r) FAr > rer u(t)

Lh . = \r ,
UR IR |7

(12)
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where A\ and A7 are the weight terms. And the ultimate goal of our mission
can be summarized as follows:

L=LTp+ L (13)

4 Experiments

In this section, we evaluate the performance of our FASTR framework on two
real-world datasets described before by the transportation recommendation task.

4.1 Experimental Settings

A) Evaluation Metrics. As described in Sect.3.4, RF, TF and RTF metrics
are utilized to measure the under-recommend degree of our transportation rec-
ommender system in the perspective of spatial, temporal and spatiotemporal
respectively. Note that lower in RF, TF, and RTF, better in fairness. Besides,
we choose to apply macro-recall, variance-recall and maxmin-recall to reveal the
performance on mitigating under-estimate unfairness of FASTR in recommend-
ing different transport modes. Specifically, the weight of macro-recall for every
transport mode is the same, which leads to a fairer evaluation of models. And
variance-recall are calculated to measure the differences of performance on pre-
dicting different transport modes, where larger the variance is, larger the degree
of under-estimate. We also propose the maxmin-recall to describe the difference
between the maximum and the minimum recall of transport modes.

B) Baselines & Variants. We compare our approach with four learning-based
methods, which are widely used and recognized in the industry, and three vari-
ants of our FASTR. Specifically, Logistic Regression (LR) and XGBoost [6] as the
most representative models for classification tasks are compared, and the inputs
of LR and XGBoost are as same as FASTR. Wide&Deep [7] and DeepFM [11] are
two widely acclaimed models for recommendation, who incorporate both shal-
low and deep relationships between features. Here, we also use the same input as
FASTR for them. The ablation study is conducted with three variants defined
as follows, 1) FASTR-MR masks dual-focal loss and spatiotemporal regulariz-
ers of our FASTR, and we utilize cross-entropy loss for each binary classier, 2)
FASTR-MD replaces dual-focal loss with cross-entropy loss, and 3) FASTR-MM
masks the multi-task mechanism of our FASTR.

C) Implementation Details. In the implementation phase, we constructed
our FASTR by PaddlePaddle!, which supports a variety of Al-empowered prod-
ucts in Baidu. Specifically, we first transformed categorical features into 32-
dimensional embedding vectors, and concatenated them with all other continu-
ous features as the input vector. Then, we fed the input vector into multi-task
wide and deep learning model, where the deep component consists of four fully
connected layers with 400, 256, 64 and 32 hidden units respectively. And we

! https://www.paddlepaddle.org.cn/.
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chose to use Sigmoid as our activation function. When implementing our fair-
ness constricts, the class weight «,,, and 3, for dual-focal loss were set through
balance strategy?, and the hyperparameter v was set to 3.0. For EE Ry We set Ag
and Ay both equaled to 0.5. Finally, we set the batch size to 128, learning rate
to be-4 and trained them with Adam optimizer [21].

4.2 Quantitative Evaluations of FASTR

Performance on Mitigating Under-estimate Unfairness. Figure 4(a), 4(b),
and 4(c) show the overall performance on mitigating under-estimate of our
FASTR and other methods. And we find three observations through these results.
Firstly, as shown in Fig.4, the macro-recall of our FASTR and its variants are
better than other methods, and FASTR achieves much lower variance-recall and
maxmin-recall, which means we can provide unbiased transportation recommen-
dation for users without causing too much harm to the overall quality (i.e.,
macro-recall) compared to other methods. Secondly, FASTR consistently out-
performs Wide&Deep and FASTR-MM in terms of macro-recall, variance-recall
and maxmin-recall metrics, which proves the effectiveness of multi-task mecha-
nism on mitigating under-estimate unfairness. Thirdly, comparing FASTR and
FASTR-MD, the former has better performance on variance-recall and maxmin-
recall than the later, which demonstrates the effectiveness of our task-level and
relation-level focal loss on mitigating under-estimate unfairness.

3 LR [ FASTR-MR 3 LR ] FASTR-MR 3 LR ] FASTR-MR
EE XGBoost C_ FASTR-MD EEE XGBoost 1 FASTR-MD I XGBoost C_1 FASTR-MD
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Fig. 4. Overall performance on transportation recommendation.

Performance on Mitigating Under-recommend Unfairness. Figure 4(d),
4(e), and 4(f) depict the ability of baselines, variants and our FASTR on mitigat-

2 https://scikit-learn.org.



576 D. Zhou et al.

ing under-recommend unfairness. And we have three observations through these
results. Firstly, our FASTR framework achieves better performance than other
methods on RF, TF and RTF metrics, which demonstrates the effectiveness of
our spatiotemporal regularizer EE r on mitigating under-recommend unfairness
in both region and temporal perspective. Specifically, our FASTR framework
beats other methods on RF, TF and RTF up to 18.12%, 21.23% and 50.62%
in Beijing, and 17.54%, 17.39% and 56.22% in Shanghai respectively. Secondly,
DeepFM and Wide&Deep have similar performance on RF and TF metrics but
DeepFM’s RTF degree is much higher than Wide&Deep. Since DeepFM has
a better fitting ability than Wide&Deep, the bias in datasets may cause this
gap in RTF. Comparing FASTR with FASTR-MR and FASTR-MD, we find
both spatiotemporal regularizer and dual-focal mechanism are useful to miti-
gate under-recommend unfairness, where the specially designed spatiotemporal
regularizer plays better. Thirdly, we compare FASTR with the best baseline
XGBoost and draw Fig. 5 by calculating the distribution of RTF in Beijing. We
find that our FARSTR framework recommends more densely than XGBoost, as
shown in the black box in Fig.5(b) and Fig.5(c), which indicates our FASTR,
suffers lower under-recommend unfairness.

4.3 The Cost of Fairness in Transportation Recommendation

In this paper, we propose to use dual-focal mechanism with spatial and temporal
oriented regularizers to mitigate under-estimate and under-recommend unfair-
ness. However, as shown in Fig. 4, the big improvement in fairness brings perfor-
mance degradation for the mainstream group. To further reveal the impact of
our fairness constraints, we apply our FASTR to an online A /B test in November
2019 in Beijing. And we find there has less than 1% decreasing in overall click-
through rate with more than 6% improvement in minorities, which means our
FASTR provides fair services for more users. Quantitatively, compared with our
original model [15], we have 11.3%, 40.1%, 30.6%, 60.8%, 74.5%, 18.8% improv-
ing on macro-recall, variance-recall, maxmin-recall, RF, TF, RTF respectively.
The results show that our FASTR is acceptable because of its big improvement in
fairness for minority groups but little degradation on performance for the main-
stream group, and we can provide fairness-aware transportation recommendation
for a better user experience.

- & | v/ = ™, o @ ™

= L =

(a) Distribution of Queries (b) FASTR on RTF

¥

(¢) XGBoost on RTF

Fig. 5. Distribution of RTF. (a) queries distribution in Beijing. (b) RTF distribution of
FASTR. (c) RTF distribution of XGBoost. Notice that the redder region means lower
under-recommend unfairness.
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5 Conclusion

In this paper, we investigated the fairness problem in transportation recom-
mendation by mitigating the under-estimate and under-recommend unfairness
for users with different travel needs. Specifically, we proposed a Fairness-Aware
Spatiotemporal Transportation Recommendation framework (FASTR), which
consists of multi-task wide and deep model with dual-focal mechanism for under-
estimate unfairness mitigation and tailor-designed spatiotemporal metrics and
regularizers for under-recommend unfairness mitigation. Extensive evaluations
on real-world datasets validated the effectiveness of our FASTR on mitigating
these two types of unfairness, which lead to an unbiased transportation recom-
mendation for users. Besides, through the urban scale A/B test, we confirmed
the practicability of our FASTR, framework.
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