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Abstract—Online donation-based crowdfunding has brought new life to charity by soliciting small monetary contributions from crowd
donors to help others in trouble or with dreams. However, a crucial issue for crowdfunding platforms as well as traditional charities is
the problem of high donor attrition, i.e., many donors donate only once or very few times within a rather short lifecycle and then leave.
Thus, it is an urgent task to analyze the factors of and then further predict the donors behaviors. Especially, we focus on two types of
behavioral events, e.g., donation recurrence (whether one donor will make donations at some time slices in the future) and donor
retention (whether she will remain on the crowdfunding platform until a future time). However, this problem has not been well explored
due to many domain and technical challenges, such as the heterogeneous influence, the relevance of the two types of events, and the
censoring phenomenon of retention records. In this paper, we present a focused study on donation recurrence and donor retention with
the help of large-scale behavioral data collected from crowdfunding. Specifically, we propose a Joint Deep Survival model, i.e., JDS,
which can integrate heterogeneous features, e.g., donor motives, projects recently donated to, social contacts, to jointly model the
donation recurrence and donor retention since these two types of behavioral events are highly relevant. In addition, we model the
censoring phenomenon and dependence relations of different behaviors from the survival analysis view by designing multiple
innovative constraints and incorporating them into the objective functions. Finally, we conduct extensive analysis and validation
experiments with large-scale data collected from Kiva.org. The experimental results clearly demonstrate the effectiveness of our
proposed models for analyzing and predicting the donation recurrence and donor retention in crowdfunding.

Index Terms—Crowdfunding, Donor Retention, Survival Analysis, Ranking Constraints, Deep Learning.
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1 INTRODUCTION

C ROWDFUNDING is an emerging Internet-based
fundraising mechanism soliciting small monetary

contributions from crowd donors to help others in trouble
or with dreams [1]. Recent years have witnessed the rapid
development of crowdfunding platforms among which the
donation-based ones are becoming increasingly popular [1],
[2], such as Kiva.org 1 [3], and DonorsChoose.org 2 [4].
Leveraging Internet, crowdfunding has brought new life to
charity, i.e., making it easy to donate any amount of money
even every penny to help others across the globe.

For example, Kiva.org is an international nonprofit plat-
form, founded in 2005, with a mission to connect people
through lending to alleviate poverty. Specifically, Kiva.org
enables Field Partners (nonprofit organizations around the
world) to screen the needy or suffering, and post requests
in the form of projects to Kiva.org for funding. Then the
accessing donors crowdfund these projects in increments
of $25 or more. Donors may act as individuals or teams.
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The critical component for the success of crowdfunding
communities is the recruitment and continued engagement
of donors [4]. However, because of the non-profit nature,
the situation relating to donor retention for donation-based
crowdfunding as well as traditional charities is extremely
serious, i.e., usually, the donor attrition rate is above 70% [4].
Actually, customer attrition/churn [5], [6] is crucial and
highly focused on in many commercial scenarios, such as
E-commerce, finance and services. However, for a quite
long time, relevant studies on analyzing donor retention in
charity have been rather limited in the literature.

Fortunately, with the accumulation of large-scale user be-
havior data in crowdfunding platforms, many data-driven
studies which focus on analyzing the user behaviors have
been conducted [7], [8]. For example, Liu, et al. [7] studied
the donation motivation classification in Kiva.com. Espe-
cially, Althoff, et al. [4] explored various factors impacting
donor retention in DonorsChoose.org from the statistical
perspectives which was inspiring for our research. How-
ever, how to comprehensively analyze the heterogeneous
factors affecting and then further predict the donor reten-
tion or attrition, are still largely unexplored areas, both in
the charity and in other domains. In addition to these
heterogeneous factors, according to our observation and
analysis, donors’ own behaviors (i.e., donation recurrence)
could particularly reflect their decision on retention. In fact,
donation recurrence prediction is an inevitable intermediate
goal for predicting the donor retention. Thus, in this paper,
we attempt to track this problem by jointly predicting the
donor retention and also the intermediate goal (predicting
donation recurrence). Although it is necessary to construct
the predictions of donation recurrence and donor retention,
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as they can alert platforms that they need to do something
before they lose donors, this is a very challenging task.

First, donor behaviors, e.g., donation recurrence, donor
retention or attrition, are influenced by various factors [4],
such as their motives and preferences, their social contacts
in crowdfunding communities, and the characteristics of
the projects to which they have recently donated. How to
comprehensively analyze the heterogeneous features and in-
tegrate them for accurate prediction is not a trivial issue. Sec-
ond, according to our data analysis, the behaviors of donors,
especially the donation recurrence, are highly correlated
with their retention or attrition. How to model the relations
of donation recurrence and donor retention and further
synchronously predict these two behavioral events with a
joint model are quite open problems. Finally, the presence
of a large amount of censored data [9], [10], i.e., the exact
attrition outcomes of some donors are unobservable or they
do not perform any behaviors (donation or attrition) during
our monitoring periods, imposes significant challenges in
relation to this problem. Because many donors may be still
in the platform in our data and most lost donors do not
explicitly close their accounts when leaving, the censoring
phenomenon is an inescapable concern.

To address the aforementioned issues, in this paper,
we present a focused study on holistically analyzing and
predicting two specific behavioral events, i.e., the donation
recurrence and donor retention, in crowdfunding. That is, we
aim to learn whether one donor will make donations at
each time slice in the future and whether she will remain
on crowdfunding platform until a future time. Specifically,
we propose a Joint Deep Survival model, i.e., JDS, to jointly
model these two types of behavioral events. By leveraging a
deep learning framework, JDS is flexible and could integrate
heterogeneous features. Also, JDS formalizes the predictions
for both donation recurrence and donor retention as two col-
laborative goals with specific two-level predicting outputs.
In addition, for modeling the censoring phenomenon and
the dependence relations of different types of behaviors,
we innovatively design multiple ranking constraints and
incorporate them into the objective functions. Further, an
alternate optimization algorithm is also proposed for effec-
tively training JDS at two-level objectives.

The contributions of this paper can be summarized as
follows:

• Application View. We conduct a focused study on
donor retention in crowdfunding, with two specific
behavioral events in charities, i.e., donation recurrence
and donor retention. To the best of our knowledge, this
is one of the first few attempts on comprehensively
studying the donor retention problem from data-driven
views in both traditional charities and crowdfunding.

• Problem View. We formalize the donor retention pre-
diction as a survival analysis problem. Further, by
jointly optimizing the prediction on the prior objective,
i.e., donation recurrence, the complete formalization is
a novel collaborative optimization problem.

• Technical View. We employ deep learning with ranking
constraints for survival analysis which brings new in-
sights to relevant research in this area. Also, we propose

a joint deep survival model with two-level collaborative
prediction outputs. Furthermore, in order to effectively
train our model, we develop an alternate optimization
algorithm.

• Result View. We collect large-scale real-world data
from Kiva.org 3. With this data, we make extensive anal-
ysis and conduct evaluation experiments whose results
clearly demonstrate the effectiveness of our models
towards two specific tasks.

2 RELATED WORK

The work related to this paper is mainly studies on crowd-
funding, and studies on survival analysis.

2.1 Crowdfunding
Crowdfunding is an emerging Internet-based fundraising
mechanism soliciting small monetary contributions from
crowd donors to help others in trouble or with dreams.
Actually, more broadly speaking, crowdfunding is one spe-
cific practice of crowdsourcing [1], [11], [12], [13], [14],
[15] in business or finance. In the typical crowdsourcing,
researchers focus on the mechanism optimization or design,
such as truth inference [16], [17], [18] and task assign-
ments [19], [20]. Specific to crowdfunding, the topics around
finance, trading or users are more concerned.

Generally speaking, the mainstream crowdfunding
platforms can be classified into four categories, i.e.,
donation-based, reward-based, equity-based and lending-
based ones [1]. Among them, the donation-based ones are
becoming increasingly popular. Recently, the rapid devel-
opment of crowdfunding has attracted much research atten-
tion from academics, which is mainly constructed from the
project views [2], [21], [22] and donor views [4], [23], [24].

For projects, following the ‘all-or-nothing’ rule, the most
critical concern is reaching their funding goals in time [21],
[22]. Thus, some existing work focuses on predicting the
project success [8], [21], [25]. For example, Lu, et al. [21] in-
vestigated the impacts of social media in crowdfunding and
found the social features could help to predict the success
of projects. Along this line, some researchers conducted fur-
ther studies toward some advanced tasks, such as tracking
the funding dynamics [2], [8], modeling the latent market
states [26], recommending donors [27] and finding potential
donors dynamically [22] for money-raising projects, and
optimizing the settings for new-release projects [28].

From the donor viewpoint, some intelligent functions,
e.g., recommending projects for donors [23], [24], [29], have
been studied. For example, Zhao, et al. [23] proposed
recommending project portfolios to donors with multi-
objective optimization. Further, Rakesh, et al. [24] studied
the group recommendation problem, i.e., recommending
crowdfunding projects to a group of donors, by a pro-
posed probabilistic generative model. In addition to the
work on project recommendation, some researchers have
focused on analyzing various donor behaviors, such as
understanding the donation motives [7], and exploring the
social communities of donors [3]. Especially, Althoff and

3. http://build.kiva.org/docs/data
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Leskovec [4] explored various factors impacting donor re-
tention in DonorsChoose.org from the statistical and empiri-
cal perspectives which was inspiring for our research. How-
ever, how to comprehensively analyze the heterogeneous
factors affecting the donor retention and further predict the
donor behaviors are still largely unexplored areas.

2.2 Survival Analysis

The second category of work is about survival analysis [10].
Traditionally, survival analysis is a subfield of statistics
where the outcome is the time until the occurrence of an
event of interest [10], such as the donor attrition in our
study. Actually, customer attrition/churn [5], [6], [30], [31]
is a crucial issue and has been widely studied in many
commercial scenarios using traditional survival analysis,
such as E-commerce, finance and services.

One of the main challenges in this context is the presence
of instances whose event outcomes become unobservable
after a certain time point or when some instances do not
experience any event during the monitoring period, which
is referred to as censoring. In the literature, many statistical
approaches have been developed to overcome the censoring
issue for time-to-event data, such as Cox [32], [33], [34], [35],
[36] and Bayesian probabilistic algorithms [37]. Recently,
many machine learning algorithms have been adopted to
tackle other challenging problems that arise in the real
world [10], [38], [39]. For example, Gomez-Rodriguez, et
al. [40] applied survival theory to solve the network infer-
ence problems. Li, et al. [41] prospected the career paths
of employees with a multi-task learning survival approach.
Especially, Li, et al. [25] formulated the project success pre-
diction in crowdfunding as a survival analysis problem and
applied the censored regression approach for that. However,
the problem of donor retention in crowdfunding has not
been well explored.

Indeed, more advanced machine learning methods, such
as ensemble learning [42], transfer learning [39], multi-
task learning [41], [43] and active learning [44], have been
developed to predict from censored data over the past
few years [10]. Actually, these recently emerging machine
learning methods as well as the traditional survival models
are good at handling the structured data and modeling
linear relations. However, there exists massive unstructured
data and the relations of survival are quite complex in real-
world scenarios. Thanks to the prevalence of deep learning,
few researchers have attempted to exploit deep learning
for survival analysis [31], [45], [46]. However, studies along
this line rather need to be strengthened and the problem
of how to utilize deep learning for survival analysis is
still open. Actually, in this paper, we propose a joint deep
survival model which comprises a deep learning framework
with two-level prediction outputs and considers multiple
ranking constraints for modeling the censored relations. The
technical innovations may bring some new insights to the
relevant research community. For example, our models can
also be applied to survival data with modeling collaborative
tasks in some other domains, such as device failure mod-
eling in engineering, predicting student dropout [36], and
prospecting the career development [41].

3 PRELIMINARIES

In this section, we first introduce the mechanics of Kiva.org,
and then provide an overview of the data collected from this
website.

3.1 The Mechanics of Kiva.org

As illustrated in Fig. 1, there are mainly four types of
participants in the Kiva.org community, i.e., (a) projects, (b)
field partners, (c) donors and (d) teams.

The projects are in the form of money-raising cam-
paigns/loans (borrowers only need to repay the principal
without any interest) posted by field partners for the needy
or suffering. A project page contains the story and the infor-
mation for funding use and repayment, the details about the
funding and the clients (category, goal, duration, country,
poverty, etc.). Some brief information about the field partner
is also included in the project page.

The field partners are local non-profit organizations,
such as microfinance institutions, schools, social enterprises
and charities, who are the ground links to borrowers/clients
(often in developing countries) [1]. They perform their jobs
mainly in two aspects. First, they need to review the funding
applications from the clients and post their requests on
Kiva.org. Second, they help to promote funding from donors
and are responsible for repayment collection from clients. A
field partner’s page contains her detailed profile, such as
credit, the projects she has posted in the past, etc. For both
field partners and their clients, the most important issue is
soliciting enough contributions from donors.

Donors are one of the most important participants in
charities. Especially, since Kiva.org is a donation-based
crowdfunding site, i.e., no donors receive any interest or
monetary profits just their principal from the needy they
help, donors essentially want to help others and focus most
on the stories. Unfortunately, the donor attrition is very
serious and many donors donate only once or very few
times, which is exactly the issue we are focused on in
this paper. A donor’s page contains her donation motive,
and information about projects to which she has previously
donated.

For promoting donation activities, Kiva.org encourages
donors to join social communities, i.e., teams. Actually, a
team is made up of donors who may have similar motives,
or locations [1]. One advantage of the team is that donors
can collaborative in locating and funding projects. In other
words, the social contacts may have a strong effect on a
donor’s behaviors, e.g., attrition or retention.

3.2 Data Description

Specifically, we collect the data that records the information
on Kiva.org from March 2005 to July 2017. Consistent with
the main participants in Kiva.org, we collect the following
entities with rich information in the form of unstructured
data, such as text, and structure data such as numerical,
categorical, geo-spatial data, etc. Since various factors from
these entities may impact the donor behaviors [4], we obtain
19 kinds of features in total.
• Projects. Kiva.org data contains 1,252,481 projects. From

the project entities, we mainly extract seven kinds of
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Fig. 1. An illustration of Kiva.org community.

features, they are the funding use in the form of text,
category, location, funding goal, number of funders, funding
period, and repaying period.

• Field Partners. There are 472 field partners in Kiva.org
data. From these entities, four kinds of features are
extracted, i.e., credit rating, total number of posted projects,
total amount of received funding for her posted projects, and
average funding amount of each funder to her posted projects.

• Donors. Kiva.org data contains 2,262,675 donors. From
the donor entities, we mainly extract two kinds of
features, i.e., motivation (“I donate because...”) in the
form of text, and historical donations.

• Teams. Kiva.org data contains 35,217 donor teams, from
which five kinds of features are extracted, they are, team
mission (“we donate because...”) in the form of text,
category, number of members, historical funded amount, and
number of historical projects.

• Donations. There are 27,082,901 donation records in
Kiva.org data. Considering the recent donations of one
donor may impact her following behaviors [2], for each
donor at a certain time interval, we construct her dona-
tion records at each timeslice in the form of a vector as
one special kind of feature.

These features are heterogeneous in form. For consis-
tency, we carefully preprocess them. Specifically, for the
categorical data, we adopt the one-hot encoding [2], [23]. For
the text data, we preliminarily take word segment using the
National Language Toolkit (nltk) tool 4, and word embedding
by representing each separate word with a 50-dimensional
vector using word2vec 5 [47]. Additionally, all the numerical
data is normalized by Z-score transformation [48].

4 METHODOLOGY

In this section, we first formally define the studied problem.
Then, we will detail the joint deep survival model, i.e., JDS,
including the framework, and optimization strategy. For
better illustration, Table 1 lists mathematical notations used
in this paper.

4.1 Problem Formalization
As illustrated in Fig. 2, donor i has two types of behavioral
sequences, i.e., the donation sequence (denoted as Y i =

4. http://www.nltk.org
5. https://nlp.stanford.edu/projects/glove/

TABLE 1
Mathematical notations.

Notation Description
Y i = {Y i

1 , ..., Y
i
T+T ′} the donation sequence of donor i

Si = {Si
1, ..., S

i
T+T ′} the retention sequence of i

T (T ′) the observation (prediction) intervals
t∗ the censoring time (censored cases)

Ŷ i
t , t ∈ {1, ..., T ′} the prediction of donation for i at t
Ŝi
t , t ∈ {1, ..., T ′} the prediction of retention for i at t

T i = (T i
r , T

i
w, T

i
u, T

i
s) the text features corresponding to i

Xi = (Xi
r, X

i
w, X

i
s, X

i
p) the other features corresponding to i

Θ all the parameters in JDS
λ1, λ2, λ3, λ4 the hyper parameters

{Y i
1 , ..., Y

i
T+T ′}, the black timeline) records her donations at

each time slice, and the survival/retention sequence (denoted
as Si = {Si

1, ..., S
i
T+T ′}, the blue timeline) labels whether

she is still staying or active on Kiva.org until this time
slice. In particular, Y i

t = 1 means donor i makes donations
at time t (the solid circle), otherwise, she does not make
any donations at that time; Si

t = 1 (the blue circle) means
donor i will remain on Kiva.org until time t, otherwise,
Si
t = 0 (the red circle) means we clearly observe that she

has left this platform at or before this time. In addition,
the shaded circles represent the censoring variables, i.e.,
the retention of this donor is not clearly known because
we have not observed the occurrence of donor attrition;
meanwhile, we have not observed her other behaviors such
as donations at or after this time, either. Please note that
we only consider the situation that donors stay on Kiva.org
during the observation intervals T . The donors who have
left Kiva.org in the observation intervals are not our concern.
Actually, the donor retention is a time-to-event variable [10],
[49] that often measures the length of time from some initial
time until something of interest occurs, such as death in
healthcare [49], and donor attrition in our study. By jointly
analyzing the donation sequence and retention sequence,
we have the following observations.
Observation 1. In our scenario, the donor attrition is per-

manent without turnover 6, so that ∀t ∈ {2, ..., T} ∨ t ∈
{2, ..., T ′}, if Si

t = 1, then Si
t−1 = 1; ∀t ∈ {1, ..., T ′ − 1},

if Si
t = 0, then Si

t+1 = 0.

Observation 2. For the uncensored cases, max{t} <
min{t′}, (t ∈ {1, ..., T} ∨ t ∈ {1, ..., T ′}) ∧ Y i

t = 1, t′ ∈
{1, ..., T ′} ∧ Si

t′ = 0; for the censored cases, t∗ is the
censoring time, then t∗−1 = max{t}, (t ∈ {1, ..., T}∨t ∈
{1, ..., T ′}) ∧ Y i

t = 1.

In particular, we attempt to analyze the donor behaviors
with special focus on two behavioral events, i.e., whether
one donor will make donations and whether she will remain
on Kiva.org in the future. Thus, the studied problem can be
defined.
Problem Formalization 1. For donor i, given her donation

sequence Y i
t , t ∈ {1, ..., T} in the observation intervals

T , and also other features including the donor features,
her recent donations, i.e., T i and Xi, our goal is to

6. Actually, in our setting, donors who have long donation careers
can be cut into multiple instances, so that, no matter the attrition is
permanent or not, the setting is reasonable because the turnover donors
are treated as new ones.
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analyze and predict her behaviors in the following pre-
diction intervals T ′, with two special collaborative or
correlated tasks:
Task1: Donation Recurrence - predicting whether donor
i will donate at each time slice in T ′, i.e., Ŷ i

t , t ∈
{1, ..., T ′};
Task2: Donor Retention - predicting whether donor i
will remain on Kiva.org up to each time slice in T ′, i.e.,
Ŝi
t , t ∈ {1, ..., T ′}.

4.2 JDS Framework

Actually, donor retention can be tackled as a survival
analysis problem [10], [32]. However, traditional survival
models are good at handling linear relations of variables.
For modeling the complex relations in donor retention and
also utilizing the heterogeneous features, we propose a
joint deep survival model, i.e., JDS, to jointly learn the
two collaborative tasks. As illustrated in Fig. 3, JDS mainly
contains three components, i.e., Input, Representation and
Prediction. Specifically, the Input Component extracts all
the heterogeneous features preliminarily, the Representation
Component is used to learn the vectorial representation
for each feature, and the Prediction Component gives the
respective estimations for two tasks. The details of these
features have been clarified in Section 3.2.

4.2.1 Input Component
Input Component is the fundamental part of JDS which
categorizes all the heterogeneous features. Actually, there
are mainly three types of features from the five entities
correlated to the target donor’s donation behaviors. The
first type is texts, i.e., the motive of donor i in the form
of “I donate because...” (denoted as T i

r ), the mission of the
donor’s team in the form of “we donate because...” (denoted
as T i

w), the funding use and the story of the project to which
she has recently donated (denoted as T i

u and T i
s). We denote

these text features as T i = (T i
r , T

i
w, T

i
u, T

i
s). The second kind

of important feature is the donation sequence of donor i in
our observation intervals T , i.e., Y i

t , t ∈ {1, ..., T}. Addi-
tionally, there are some other features including categorical
ones, numerical ones and so on which we have illustrated
in Section 3.2. We denote them as Xi = (Xi

r, X
i
w, X

i
s, X

i
p),

where each element represents the features from donor,
team, project and field partner respectively.

4.2.2 Representation Component
Representation Component is used to learn the vectorial
representation for each feature, which is one of the crucial
steps. Specifically, in this step, for the donation sequence Y i

t

and other structured features Xi including the numerical,
categorical, and geo-spatial ones, we take the encoding and
normalization operations as referred to in Section 3.2; for the
text features T i, we employ the Convolutional Neural Network
(CNN) to learn the vectorial representations.

Actually, the CNN [50], [51] alternates several layers of
convolution and p-max pooling where each sentence is gradu-
ally summarized to a final fixed length vectorial representa-
tion. Before that, each word in the sentences is represented
by a d0-dimension vector by a pre-trained word embedding.
For texts with more than one sentence, especially the project
story (T i

s), we concatenate them as one long sentence. That is
T i
r ∈ Rlr×d0 , T i

w ∈ Rlw×d0 , T i
u ∈ Rlu×d0 , T i

s ∈ Rls×d0 , where
lr, lw, lu, and ls are the sentence lengths, i.e., word numbers
of the corresponding texts. Considering the sentence lengths
of T i

r , T
i
w, T

i
u, T

i
s vary a lot, we take personalized CNN struc-

tures for them. Specifically, the structures for T i
r and T i

u are
two layers and those for T i

w and T i
s are three layers. Here,

we introduce the first convolution-pooling operation for the
sentences represented by T i

x ∈ Rl×d0 , and the following
deep ones for all the text features T i are defined in a similar
way.

Given the sentence matrix input T i
x ∈ Rl×d0 , the narrow

convolution operates on a sliding window of each k words
with a kernel k × d0. In the granularity of words, T i

x =
{w1, ..., wl}, where wj is the j-th word embedding vector in
T i
x. The convolution is set to obtain a new hidden sequence,

i.e., hc = {
−→
h c

1, ...,
−→
h c

l−k+1}, where

−→
h c

j = σ(G · [wj ⊕ · · · ⊕ wj+k−1] + b), (1)

G ∈ Rd×kd0 , b ∈ Rd are the convolution parameters, and d
is the number of kernels,⊕ is the operation of concatenating
k word vectors into a long one, σ(x) is a nonlinear activation
function, i.e., LeakyReLU(x)=max(0, x) + negative shop ×
min(0, x), where negative shop is a non-zero decimal.

With the convolution, each sequential k word vectors
are represented by a local semantics. Then, the p-max
pooling could merge the features from the convolution
sequence hc into a new global hidden sequence, i.e., hcp =

{
−→
h cp

1 , ...,
−→
h cp
b(l+k−1)/pc}, where

−→
h cp

j =

max

h
c
pj−p+1,1

...

hcpj,1

 , ...,max

h
c
pj−p+1,d

...

hcpj,d


 . (2)

Repeating the above process, more layers of convolu-
tions and poolings are conducted to gradually summarize
the global interactions of words in a sentence and finally
reach the vectorial representations. Thus, for text features
T i, they are all transformed into vectorial representations.

In summary, by going through CNN for text features T i,
encoding and normalization for other structured features
Xi, all the features are represented by vectors, i.e., T i

r ∈ Rdr ,
T i
w ∈ Rdw , T i

u ∈ Rdu , T i
s ∈ Rds , Y i

t ∈ RT , Xi ∈ Rdx , where
dx is the vectorial dimension forXi. Then, JDS could exploit
them for predictions in the next component.
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Fig. 3. The framework of JDS.

4.2.3 Prediction Component
As illustrated in Fig. 3, JDS has two-level predictions re-
spectively aiming at the two specific tasks, i.e., the donation
recurrence prediction and donor retention prediction. Please
note that we argue that the prior donation behaviors, i.e.,
donation recurrence, do reflect one donor’s decision to stay
or to leave. Also, we treat Task 2 of predicting donor
retention as our senior objective in this study. Thus, we
design the two-level predictions, i.e., the first level is the
donation recurrence prediction, and the second level is the
donor retention prediction. That is, the two-level structures
could exploit the predictions on donation recurrence to
enhance the predictions on donor retention. Specifically, in
accordance with the flows of JDS, we detail the mechanisms
of predictions.

For the prediction on Task 1, with all features repre-
sented (T i

r , T i
w, T i

u, T i
s , Y i

t , Xi), we first aggregate them by
concatenation, then employ a fully-connected network [52]
to learn the entire representation h1 of all features and
finally obtain the predictions on donation recurrence Ŷ i for
the target donor i. That is,

h1 = LeakyReLU(W1[T i
r ⊕ T i

w ⊕ T i
u ⊕ T i

s ⊕ Y i
t ⊕Xi] + b1),

Ŷ i = Sigmoid(W ′
1 · h1 + b′1),

(3)

where Ŷ i ∈ RT ′
, T ′ is the prediction intervals, W1, b1, W ′

1,
b′1 are some of parameters to turn JDS. Actually, Ŷ i is a
multi-prediction where each element Ŷ i

t , t ∈ {1, ..., T ′} is
the prediction probability for donation occurring at the t-th
time interval.

Thus, from the first-level prediction, we obtain the re-
sults on Task 1, i.e., whether donor iwill donate at each time
interval in T ′. As we illustrated in the above, a donor’s do-
nation behaviors are highly correlated to her decision to stay
or to leave Kiva.org. Therefore, we propose to exploit the
predictions on donation recurrence to enhance the predict-
ing performances on donor retention, i.e., involving Ŷ i to
the second-level prediction. Similarly, JDS employs another
concatenation and full-connected network to combine the

prior representation h1 and the first-level prediction vector
Ŷ i. Finally, the results on Task 2, retention prediction Ŝi for
the target donor i in time intervals T ′ are obtained. That is,

h2 = LeakyReLU(W2 · [h1 ⊕ Ŷ i] + b2),

Ŝi = Sigmoid(W ′
2 · h2 + b′2),

(4)

where Ŝi ∈ RT ′
, W2, b2, W ′

2, b′2 are some of parameters
to turn JDS. The same to Ŷ i, Ŝi is also a multi-prediction
where each element Ŝi

t , t ∈ {1, ..., T ′} is the prediction
probability of whether donor i will remain on Kiva.org at
the t-th time interval.

In accordance with the flows of JDS, we have introduced
each component. In the next subsection, we will propose an
optimization strategy for effectively training JDS.

4.3 Optimization Strategy

For effectively training JDS with collaborative objectives
on two tasks, we propose a holistic optimization strategy
including objective functions with ranking constraints and
an optimization algorithm.

4.3.1 Objective Functions with Ranking Constraints

We respectively introduce the objectives for two tasks.
Firstly, for the task of predicting donation, all the donation
behaviors are observable; therefore, we can formulate the
objective function for Task 1 by minimizing the difference
between the prediction and real record of each donor i at
each time interval t, which is,

Y L(Θ) = min
Θ

m∑
i=1

||Ŷ i − Y i||2, (5)

where m is number of donors in training, Θ represents all
the parameters in JDS, and ||.|| is the norm of a vector.

Differently, considering the censoring phenomenon, the
donor retention is observable only before the censoring time
t∗. Thus, the objective function for Task 2 can be defined as
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SL(Θ) = min
Θ

m∑
i=1

||Ŝi(1 : t∗)− Si(1 : t∗)||2, (6)

especially for the uncensored cases, i.e., t∗ > T ′, SL(Θ)
has the sample form which is similar with Y L(Θ). Please
note that Θ in SL(Θ) has more parameters, i.e., W2, b2,
W ′

2, b′2, than those in Y L(Θ). For convenience, we do not
distinguish between them.

For fully utilizing the censored cases and also the re-
lations of two types of behaviors, we design ranking con-
straints and integrate them into two objective functions as
regularization terms, i.e., f(Θ, Ŷ , Ŝ). Specifically, based on
Observations 1, 2, we have the following corollaries.
Corollary 1. Non-Negativity. The probabilities of both do-

nation and donor retention occurrences at any time are
nonnegative. That is, ∀t ∈ {1, ..., T ′}, Ŷ i

t ≥ 0, Ŝi
t ≥ 0.

Corollary 2. Non-Increment and Retention Drop. For the
donor retention sequence, the retention or survival prob-
abilities in the prior intervals are not smaller than those
of following intervals, i.e., ∀t ∈ {1, ..., T ′−1}, Ŝi

t ≥ Ŝi
t+1.

Especially, for the uncensored intervals, if a donor leaves
Kiva.org at time interval t#, the predicting probability
of her retention should turn to smaller significantly. That
is, t# ∈ {1, ..., t∗ − 1}, if Si

t# = 1 ∧ Si
t#+1 = 0, then

Ŝi
t# − δ ≥ Ŝ

i
t#+1, where δ ∈ (0, 1) is the retention drop.

Corollary 3. Retention Priority. For each interval (censored
or uncensored), the retention probability of one donor
should not be smaller than her donation probability, i.e.,
∀t ∈ {1, ..., T ′}, Ŝi

t ≥ Ŷ i
t .

Considering these corollaries, we design the regulariza-
tion terms f(Θ, Ŷ , Ŝ) as follows,

f(Θ, Ŷ , Ŝ) =

Non−Negativity︷ ︸︸ ︷
λ1

m∑
i=1

T ′∑
t=1

(−Ŷ i
t − Ŝi

t)

+

Non−Increment︷ ︸︸ ︷
λ2

m∑
i=1

(
T ′−1∑
t=1

(Ŝi
t+1 − Ŝi

t) +

Retention Drop︷ ︸︸ ︷
(Ŝi

t#+1 + δ − Ŝi
t#))

+

Retention Priority︷ ︸︸ ︷
λ3

m∑
i=1

T ′∑
t=1

(Ŷ i
t − Ŝi

t) +λ4||Θ||2F ,

(7)

where λ1, λ2, λ3, and λ4 are the hyper parameters which are
used to balance the effects of different constraints, ||.||F is
the Frobennuis Norm which is used to avoid overfitting. By
integrating the ranking constraints, the objective functions
have the complete forms,

Y L(Θ) = min
Θ

m∑
i=1

||Ŷ i − Y i||2 + f(Θ, Ŷ , Ŝ),

SL(Θ) = min
Θ

m∑
i=1

||Ŝi(1 : t∗)− Si(1 : t∗)||2 + f(Θ, Ŷ , Ŝ).

(8)

Then, we further develop an alternate optimization al-
gorithm to effectively train JDS by exploiting the complete
objective functions.

Algorithm 1: Alternate Optimization Algorithm.
Input: Input training data TR, initializing parameters Θ,

hyper parameters and learning rates η1, η2

Output: Parameters Θ
while not converge do

Randomly select batches of training instances,

5Θ = ∂Y L(Θ)
∂Θ

,

Θ = Θ− η1. ∗ 5Θ;
Randomly select batches of training instances,

5Θ = ∂SL(Θ)
∂Θ

,

Θ = Θ− η2. ∗ 5Θ;

return Θ.

4.3.2 Alternate Optimization Algorithm
As we illustrated, the donation recurrence of a donor is
highly correlated to her retention in Kiva.org; also, the
two-level predictions in JDS share the same feature inputs
and representations. Thus, the optimization directions for
two objectives are consistent, to some extent. Motivated
by this characteristic, we develop an alternate optimization
algorithm to jointly train JDS on two tasks. Specifically,
Algorithm 1 shows the optimization. In each iteration, we
minimize the objective functions with the selected training
instances and optimize parameters on two objectives one
after the other by back propagation with stochastic gradient
descent (SGD) [52].

With the proposed optimization strategy, we enable JDS
to synchronously predict the donors’ multiple behaviors,
i.e., donation recurrence and donor retention. For analyzing
the donor behaviors and evaluating the prediction perfor-
mances of JDS, we will construct massive experiments with
our collected data in the next section.

5 EXPERIMENT

Specifically, we conduct the analysis and experiments from
these aspects. (1) We first explore the characteristics of
donation behaviors from Kiva.org data and report some
findings in Section 5.1. (2) Then, we endeavor to evaluate
the proposed models on two prediction tasks, including the
experimental setup (Section 5.2) and various experimental
results (Section 5.3).

5.1 Data Exploration
We first track the evolution of donors in Kiva.org in the
entire lifecycle of our data. We note the first donation
time of a donor as her coming to Kiva.org; on the other
hand, if we have not observed any behaviors from one
donor for more than a threshold time, e.g., one month, we
denote the next time slice after her last donation as the
point she left Kiva.org. Please note that, although donors
may exhibit different patterns in terms of taking actions
(threshold maybe different for different donors), we can not
know the exact leaving points of individuals. According to
the data statistics, more than 65% donors will permanently
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Fig. 4. The evolution of donors’ retention in Kiva.org.

leave Kiva.org if we have not observed any behaviors of
them in one month. In addition, even though a few donors
may come back to Kiva.org more than one month later,
the models may loss the abilities of capturing the sequence
dependence for such a long time. For those case, models
can treat the turnover donors as new ones. Thus, in this
study, we empirically set the threshold time as one month.
The details of the statistical results are shown in Fig. 4.
Specifically, the blue stem represents the number of new-
coming donors, and the red stem represents the number
of lost donors at each month. We can see that, in the first
several years, Kiva.org attracted more donors than lost ones.
However, in recent years, more donors have left Kiva.org
and the attrition is very serious. The green line represents
the retention of donors in Kiva.org, which also indicates
similar observations.

Then, we report the survival or retention of donors in
Kiva.org in Fig. 5. First, Fig. 5(a) shows the fraction of
donors with different survival days in the entire data. Actu-
ally, both the density proportion and cumulative proportion
indicate the ‘long-tailed effect’ of donor retention [53], i.e.,
many donor retentions are not long. Going a step further, we
respectively categorize donors based on whether they have
claimed their Motives in their profile pages and whether
they have joined any Teams. The respective distributions
are shown in Fig. 5(b) and Fig. 5(c). The ‘long-tailed ef-
fect’ can be observed in each category of donor retention.
Additionally, both in Fig. 5(b) and Fig. 5(c), the retention
of different donors is clearly different, which demonstrates
that both the motives and social contacts of donors do affect
their survival or retention.

Further, we analyze the vitality of charity activities
in Kiva.org. Specifically, Fig. 6(a) shows what fraction of
donors make how many donations within the entire data
period. About 35% of donors make exactly one donation
and never return, and only 12% of donors make more than
25 donations in Kiva.org. This preliminary exploration tells
us that the donor attrition is high and a quite large fraction
of donors is lost after several donations in Kiva.org. This is
where we focus our attention in this paper, i.e., analyzing
the influence factors of and further predicting the donation
recurrence and donor retention.

The comparative statistics of donors with(out) declared

motives or teams are shown in Fig. 6(b) and 6(c). Specifically,
from Fig. 6(b), we find that distributions of the respective
fractions are quite different, i.e., donors with declared mo-
tives are more likely to have longer donation careers and
make more donations. Similar results are also observed
from the comparison between donors who belong to teams
and those who do not. We conclude that both the donors’
profiles, such as motives, and social contacts, such as teams,
do have great effects on their donations. The findings are
consistent with the reported results in [4]. Limited by space,
we do not report more results on other factors, such as the
recently donated projects, or field partners. In fact, more
factors and effects have been clearly analyzed in [4].

In Fig. 7, we plot the number of donor donations with re-
spect to their lifecycles, i.e., retentions. A positive correlation
(Pearson correlation coefficient, 0.681) can be observed which
implies the rationality of joint learning on two prediction
tasks.

5.2 Experimental Setup
To evaluate the prediction performances of JDS on two tasks,
we conduct experiments with the Kiva.org data.

5.2.1 Data Partitioning
For comparable evaluations, we remove the donors who
have fewer than two donations. After that, we still have
383,146 projects, 386 field partners, 42,768 donors, 26,958
teams and 1,193,148 donation records. In practice, we set
the time slice as each week. At each time slice, the variables
are constructed by merging those corresponding features of
each day belonging to this slice. We have two settings for
the data partition. In the first way, the observation intervals
are four slices (28 days), i.e., T = 4, and the prediction
intervals are five slices, i.e., T ′ = 5, which is denoting as
‘4-5’partitioning. In the second way, T = 6 and T ′ = 3,
which is denoting as ‘6-3’partitioning. Thus, these donors
who have long donation careers may be cut into multiple
instances. In summary, we have 501,778 instances in total.
We randomly select 80% of them as training instances, and
the remaining 20% of instances are used to test.

5.2.2 Parameter Setting
The dimensions of all the feature representations at each
layer in JDS are labeled in Fig. 3. In Representation Com-
ponent, the kernel sizes are set as [3,50]*100 and [3,100]*50
for the first and second layer convolutions in processing
the donor texts. Specifically, [3,50] is the kernel matrix
size and 100 is the number of kernels. In the same way,
the kernels are respectively set as ([6,50]*100, [5,100]*50,
[2,50]*40), ([2,50]*100, [2,100]*50) and ([6,50]*100, [5,100]*50,
[2,50]*40) for team texts, funding use, and descriptions.
Also, the pooling windows p are correspondingly set as
([4,1], [4,1]), ([5,1], [5,1], [4,1]), ([3,1], [2,1]), ([5,1], [5,1],
[3,1]). The negative slope in the activation function is set
as 0.2. We follow [54] and randomly initialize all matrix
parameters at each layer with a uniform distribution in
the range of (−

√
6/(nin+ nout),

√
6/(nin+ nout)), where

nin and nout are the numbers of input and output features
at each layer in JDS. When training JDS, we summarize the
instances from one donor into a mini batch. The dropout
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Fig. 5. Survival/Retention analysis.
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Fig. 6. Donation behavior analysis.
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Fig. 7. Correlation (Donation and Retention).

probability is 0.8, and all the parameters are tuned when
training. Without special illustration, the hyper parameters
λ1, λ2, λ3, and λ4 are respectively set as 0.07, 0.07, 0.02,
10−5 and the retention drop δ is set as 0.1 for their best
performances in the empirical validations.

5.2.3 Evaluation Metrics

Due to the presence of censored data, we adopt a widely-
used evaluation metric, i.e., the concordance index (C-
index), in survival analysis [10], [41], [43] to evaluate the
prediction performances. Actually, the C-index computes the
consistency between prediction and reality. Specifically, we
respectively define metrics for two prediction tasks, i.e., Cy

for donation recurrence and Cs for donor retention at each
time interval t.

Cy =
1

M1

m∑
(i=1∧Y i

t =0)

m∑
(k=1∧Y k

t =1)

I[Ŷ k
t > Ŷ i

t ], t ∈ {1, ..., T ′},

Cs =
1

M2

m∑
(i=1∧Si

t=0)

m∑
(k=1∧Sk

t =1)

I[Ŝk
t > Ŝi

t ], t ∈ {1, ..., t∗},

(9)

where M1 and M2 are the numbers of comparable pairs
in computing, I[x] is an indicator function that equals to
1 if x is true and equals to 0 otherwise. For both the two
tasks, JDS predicts the occurrence probabilities (0,1) of two
types of behavioral events; thus, we can also evaluate the
tasks from classification view with best thresholds cutting
the probabilities. Specifically, we borrow the widely-used
metric F1 measure [55] from classification evaluations.

5.2.4 Comparison Methods

Our complete method which jointly learns the two tasks
and predicts them simultaneously is denoted as JDS in
the experiments. Additionally, considering the difference
between two tasks, we respectively select representative
benchmark methods for them.
Baselines in Task 1. For predicting donation recurrence,
we aim at predicting the probabilities for each time slice in
intervals T ′. Consequently, multi-task learning approaches
are very suitable:
• M-L2,1 [41], [56], which is a standard multi-task learn-

ing model with `2,1 norm penalty.
• M-LASSO [41], [56], which is a standard multi-task

learning model with LASSO norm penalty.
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TABLE 2
Performance of predicting donation recurrence on two metrics (%). left: Cy , right: F1. ‘4-5’ partitioning data.

Methods.\ T ′ 1 2 3 4 5 [1-5]
M-L2,1 52.154 53.849 80.716 79.951 80.866 59.646

M-LASSO 52.996 54.619 85.395 84.876 85.541 61.408
JDS-Y 72.315 71.662 83.565 84.443 82.108 74.378
JDS 73.593 73.383 83.263 83.419 81.522 75.423

1 2 3 4 5 [1-5]
31.822 28.627 17.377 16.696 16.866 22.278
31.853 28.668 19.998 20.981 20.709 24.442
57.131 53.111 34.576 37.273 32.280 42.874
56.834 52.888 34.327 38.255 32.93 43.047

TABLE 3
Performance of predicting donor retention on two metrics (%). left: Cs, right: F1. ‘4-5’ partitioning data.

Methods.\ T ′ 1 2 3 4 5 [1-5]
M-L2,1 64.824 64.655 88.770 87.670 86.111 76.227

M-LASSO 65.093 64.499 88.933 87.618 86.626 76.353
COX – – – – – 42.913

Logistic – – – – – 53.433
Log-Logistic – – – – – 70.016

Tobit – – – – – 52.016
CDT 69.847 68.875 86.884 85.550 84.183 77.515

JDS-S 78.357 73.100 86.828 85.290 83.863 80.503
JDS 78.662 73.091 91.699 90.818 89.180 83.201

1 2 3 4 5 [1-5]
91.160 88.890 57.723 52.400 45.106 67.056
91.155 88.897 58.687 53.141 47.110 67.798

– – – – – 19.361
– – – – – 44.648
– – – – – 49.205
– – – – – 45.048

91.145 88.880 65.597 59.037 48.622 70.656
92.149 89.936 64.195 57.437 49.717 70.687
92.161 90.055 67.918 62.343 54.301 73.356

TABLE 4
Performance of predicting donation recurrence on two metrics (%). left: Cy , right: F1. ‘6-3’ partitioning data.

Methods.\ T ′ 1 2 3 [1-3]
M-L2,1 77.998 76.950 77.939 77.608

M-LASSO 81.134 76.805 77.628 78.471
JDS-Y 83.448 84.013 82.497 83.332
JDS 82.256 84.622 82.367 83.221

1 2 3 [1-3]
20.142 16.715 19.122 18.660
21.477 17.541 20.107 19.708
42.576 45.846 37.428 41.950
42.288 47.489 37.922 42.566

TABLE 5
Performance of predicting donor retention on two metrics (%). left: Cs, right: F1. ‘6-3’ partitioning data.

Methods.\ T ′ 1 2 3 [1-3]
M-L2,1 81.624 82.024 80.990 81.572

M-LASSO 82.471 81.412 78.618 80.984
COX – – – 51.541

Logistic – – – 57.108
Log-Logistic – – – 54.254

Tobit – – – 60.897
CDT 85.376 82.867 83.044 83.851

JDS-S 85.123 83.790 83.601 84.228
JDS 89.751 88.147 87.256 88.703

1 2 3 [1-3]
56.442 52.540 47.252 52.780
56.469 52.592 46.809 51.957

– – – 19.002
– – – 42.289
– – – 46.700
– – – 57.834

65.768 60.184 46.460 57.470
66.168 61.058 48.879 58.702
66.157 60.177 52.468 59.601

• JDS-Y is a variant of JDS, which only has a one-level
prediction on donation recurrence by removing the
follow-on prediction structure on donor retention.

Baselines in Task 2. Both M-L2,1 and M-LASSO can also
be directly applied to Task 2 by only modeling the uncen-
sored data. Further, for exploiting both the uncensored and
censored data, we borrow some representative models from
survival analysis:
• COX [32], which is one of the most widely-used semi-

parametric survival models. COX models the hazard
function in exp proportional fashion and relates to a
baseline hazard function.

• Logistic [25], Log-Logistic [25], which are parametric
survival models with logistic or Log-logistic distribu-
tions respectively.

• Tobit [10], [57], also called a censored regression model,
is designed to estimate linear relationships between
variables when there is censoring in the dependent
variables.

• CDT [41] is a multi-task learning framework for sur-
vival analysis and could exploit Non-Increment and
Retention Drop constraints.

• JDS-S is another variant of JDS by removing the first-
level prediction structure on donation recurrence and
directly connecting the final prediction to the Represen-
tation Component.

All these methods use the same features and representa-
tions and also are trained with parameters which perform
their best on the training data. It is worth noting that COX,
Logistic, Log-Logistic and Tobit are the traditional survival
models with only one output value which is the estimated
relative priority of event occurrence starting from an ob-
servable time. Thus, these models could only predict the
probabilities for entire prediction intervals, i.e., T ′, rather
than each time slice. Differently, M-L2,1, M-LASSO, JDS-Y,
JDS-S and JDS are all equipped with multi-task outputs so
that they could predict for each time slice.
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5.3 Experimental Results
We respectively report the experimental results from the
joint training, the prediction performances on two tasks, and
the study of hyper parameters on evaluating the ranking
constraints.

5.3.1 Joint Training Result
We respectively train the JDS, JDS-Y, and JDS-S and record
their performances on two tasks by computing Cy or Cs in
each iteration. Limited by the space, we only report the re-
sults on the ‘4-5’partitioning data in this part. The results are
shown in Fig. 8. Clearly, from the comparisons between JDS
and JDS-Y or JDS-S, we can see that JDS can be optimized
more quickly and then converge. Especially, the JDS model
has a more significant advantage in relation to the second
task. Thus, we conclude that the donation recurrence and
donor retention are highly correlated and these two tasks
could learn from each other when optimizing parameters.
Also, the results indicate the effectiveness of JDS structure
and the joint optimization strategy.

5.3.2 Prediction Performance
Specifically, the prediction performances of all comparison
methods on the two tasks with ‘4-5’partitioning data are
respectively shown in Table 2 and Table 3. Firstly, we pay
attention to the performance on Task 1. Both on Cy and F1,
our model, either JDS or JDS-Y, performs significantly better
than the traditional multi-task models. Specifically, com-
pared with M-L2,1 and M-LASSO in the entire prediction
intervals, JDS or JDS-Y respectively performs improvements
with more than 20% and 70% on Cy and F1 measures. These
results clearly demonstrate the JDS model’s abilities in inte-
grating heterogeneous features and modeling their complex
relations for better predicting the donation recurrence.

Then, we turn to the results on Task 2. In most cases, JDS
or JDS-S performs best with at least 9% and 4% improve-
ments on Cs and F1 measures. More specifically, different
from the results on Task 1, JDS almost dominates JDS-S
on this task, which indicates the help from incorporating
the donation recurrence prediction into Task 2 and the
utility of joint optimization. The traditional models, i.e.,
COX, Logistic, Log-Logistic and Tobit, could not provide
competitive results due to their insufficiency in handling
heterogeneous features and the complex relations in our
study. The standard multi-task models, i.e., M-L2,1 and
M-LASSO, could also not provide satisfactory results, too,
because they do not have the ability to model the censored
data. Relatively speaking, CDT is competitive since it takes
the advantages of both multi-task learning and modeling
censored data.

One special finding in Table 2 and Table 3 is that al-
most all methods do not perform well on Cy at the first
two prediction intervals. According to our observation and
analysis, the probable reason is that the occurrence of the
two behavioral events (i.e., donation recurrence and donor
retention) at those intervals are very unbalance.

Further, Table 4 and Table 5 show the results with with
‘6-3’partitioning data, where the referred phenomenon is
not observed. In general, the results in Table 4 and Table 5
are similar with those in Table 2 and Table 3, which further
certify the performance of our proposed models.

5.3.3 Study of Features

For evaluating and comparing the utilities of features from
different entities (i.e., donor, team, project, partner and
donation) on prediction, we respectively obtain the results
using JDS on two tasks when removing one specific kind
entity of features at each round. Limited by the space, we
only report the results on the entire prediction intervals with
‘4-5’partitioning data in this part. Specifically, the results are
shown in Fig. 9. Preliminarily, we can see that separately
removing any kind entity of features will bring varying de-
grees of loss. Relatively, the individual importance or effects
of different kind entity of features on the two prediction
tasks is: Donation>Project>Donor>Partner>Team.

5.3.4 Study of Hyper Parameters

We also evaluate the effectiveness of ranking constraints by
studying the hyper parameters on two tasks. Specifically,
we report the results on two tasks with ‘4-5’partitioning
data by changing one parameter gradually and keeping
the others invariant. The results are respectively shown
in Fig. 10(a), 10(b), 10(c). With the parameters increasing
(λ1 and λ2 are from 0.05 to 0.09, λ3 is from 0.01 to 0.05),
the performance of the JDS model in relation to the two
tasks increases first and then decreases. The best settings
are λ1=0.07, λ2=0.07 and λ3=0.02 respectively. In fact, the
hyper parameters reflect the importance of the multiple
ranking constraints when modeling censoring variables and
the relations of behavioral events.

6 CONCLUSION

In this paper, we presented a focused study on prospect-
ing the donation careers in crowdfunding. By collecting
and analyzing large-scale real-world data, we specifically
formalized two predicting tasks on donation recurrence
and donor retention. Then, using a data-driven method,
we proposed a Joint Deep Survival model, i.e., JDS, which
could integrate heterogeneous features to jointly model the
donation recurrence and donor retention. Additionally, we
designed multiple innovative constraints and incorporated
them into objective functions for modeling the censoring
phenomenon and dependence relations of different behav-
iors when training JDS. In experiments, we analyzed the
donations in crowdfunding and validated the prediction
performances of JDS on two tasks from various aspects. The
experimental results clearly demonstrated the effectiveness
of our proposed models for analyzing and predicting the
behavioral events, i.e., donation recurrence and donor re-
tention.

Our study may bring some new insights from the ap-
plication view of crowdfunding and the technical view
of exploiting deep learning for survival analysis to the
research communities. In the future, we will apply and
improve our models for other scenarios, such as traditional
charity activities, especially applied to survival data with
modeling collaborative tasks in some other domains, such as
device failure modeling in engineering, predicting student
dropout, and prospecting the career development.
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